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GKM-sheaves provide a unified framework for these constructions.
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and

$$\mathcal{F}_X(U_E) := H^*_T(E) / \text{Tor}_A(H^*_T(E))$$

where we identify vertices $V$ with connected components of $X^T$ and hyperedges $E$ with connected components of $X^{\ker(\alpha_E)}$.

**Theorem**

*There is a canonical morphism of graded $A$-algebras*

$$H^*_T(X) \rightarrow H^0(\mathcal{F}_X)$$

*which is an isomorphism $X$ if and only if $H^*_T(X)$ is 2-syzygy.*
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Idea of the proof:
By Chang-Skjelbred and Allday-Franz-Puppe, we have an exact sequence

$$0 \to H^*_T(X) \xrightarrow{i^*} H^*_T(X_0) \xrightarrow{\delta} H^*_T(X_1, X_0)$$
Idea of the proof:
By Chang-Skjelbred and Allday-Franz-Puppe, we have an exact sequence

$$0 \rightarrow H^*_T (X) \xrightarrow{i^*} H^*_T (X_0) \xrightarrow{\delta} H^*_T (X_1, X_0)$$

By construction $\mathcal{V} \subset \text{Top}(\Gamma_X)$ is an open set and

$$\mathcal{F}_X (\mathcal{V}) = H^*_T (X^T).$$
Idea of the proof:
By Chang-Skjelbred and Allday-Franz-Puppe, we have an exact sequence

$$0 \rightarrow H^*_T(X) \xrightarrow{i^*} H^*_T(X_0) \xrightarrow{\delta} H^*_{T+1}(X_1, X_0)$$

By construction $\mathcal{V} \subset \text{Top}(\Gamma_X)$ is an open set and

$$\mathcal{F}_X(\mathcal{V}) = H^*_T(X^T).$$

We show that a section in $\mathcal{F}_M(\mathcal{V})$ extends to $\text{Top}(\Gamma)$ if and only if it lies in the kernel of $\delta$. 
Thank you!